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 2008 Sichuan earthquake, one of the 
largest earthquakes 

Ø A grave occurrence having ruinous results.  (Webster's Dictionary)

Ø It could be natural or man-made.
Ø such as flood, hurricane, fire, earthquake, plane crash, etc.

Disaster: affect the world every day

FBackground

Cross-Europe Flood hits 
Glashütte, 2002Aeroplane accident 

Smolensk(Russia), 2010



FBackground
Ø Swiss Re's sigma study reveals the number of catastrophic events and 

victims and the economic losses from 1970 to 2016:

Number of catastrophic events, 1970–2016

Based on sigma criteria, there were 327 catastrophe events across the 
world in 2016, down from 356 in 2015. 

Number of victims, 1970–2016

More than 11 000 people lost their lives or went missing in natural 
and man-made disasters in 2016. 
The estimated total economic losses were USD 175 billion in 2016.Catastrophe 
losses in 2016 were 0.24% of global GDP, again in line with he 10-year average.

 Economic losses, 1970–2016, USD billion in 2016 prices

Total losses = insured + uninsured losses.



Terrorist attacks Earthquake
HurricaneTsunamiFlood

In china, only the natural disasters  caused 1432 people died and 
direct economic losses stood at 503.29 billion yuan in 2016.  

FBackground



FBackground
How to respond better to the disaster？
How to deal with emergency in a short time?
Policymakers need comprehensive and effective information to make decisions

Activities prior to a 
disaster.
• Preparedness plans
• Emergency 

exercises
• Training
• Warning system

Activities during a 
disaster.

• Public warning 
systems

• Emergency 
operations

• Search & rescue

Activities following 
a disaster.

• Temporary housing
• Claims processing
• Grants
• Medical care

Activities that reduce 
effects of disasters.

• Building codes & 
zoning

• Vulnerability 
analyses

• Pubilc education

A continuous process of planning and coordinating for disaster management. 



• The Asian region ranked first, which was 50.1% of the total
• The number of netizens in China has reached 731 million. Penetration 

is reached 52.7%

FBackground
Internet of Things: The new era is coming

Ø Up to March 31, 2017, the number of internet users worldwide was 3.7 
billion, up from 3.4 billion in the previous year.



FBackground
Ø As the important channels of information release, dissemination and 

exchange , internet contains a large number of rich geographical information.

street view
restaurants

Beijing Real-Time 
Traffic Information

Geographical information on the 
internet is increasingly abundant 



Ø POI (Point of Interest ) is mostly used in GIS and LBS 
Ø Large volume of POI are provided by many web sites
Ø POIs are updated periodically 

GoogleMap

BingMap

AMap

QQMap

BaiduMap

More than 1000 geographic information service websites 9

FBackground
.As a kind of geographic information public service, Large volume of Point of 
Interest (POI) are provided by many geographic information services on the 
Internet, and the number will increase rapidly in future. 



The average number of POI for each website is more than 20 million,
 and the total of POIs from the five web sites is up to 121 million.
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Name Frequency of updates
Google Map About once a month
Baidu Map Once every quarter

Tianditu Map Twice a year
AMap Once every quarter

QQMap Once every quarter
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FBackground

Ø POI (Point of Interest ) is mostly used in GIS and LBS 
Ø Large volume of POI are provided by many web sites
Ø POIs are updated periodically 

As a kind of geographic information public service, Large volume of Point of 
Interest (POI) are provided by many geographic information services on the 
Internet, and the number will increase rapidly in future. 



Sources of internet geographical information: 

FBackground

criteria

Data from 
authoritative and 

professional 
department

Public service data 
from enterprise

Data of GPS 
receiver

Data  
spontaneously 

created by 
netizens

Data derived 
from Web2.0

Information 
sources

Government, 
specialized agencies

Internet service 
enterprises netizens netizens netizens

Information 
forms text, tables maps, tables geographic data Geographical 

indications Geotags

Directivity of 
topic clear clear clear vague vague

Credibility of 
content high higher general general lower

Geometric 
richness lower higher high higher lower

Integrity of 
attribute high higher weaker varying weaker

Update subject exist exist no no no

Update  mode initiative、regular initiative、regular crowdsourcing、
passive

crowdsourcing、
passive

crowdsourcing、
passive
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FBackground
Characteristics of internet geographical information: 

High 
dynamic

High-value 
Information 
found on the 
Deep Web

Low cost

Huge data 
amount and 

abundant 
information 

Multi-source 
Heterogeneous

 Varying 
quality 

Ø Periodic release by Government 
or professional sector

Ø Spontaneous or unintentional 
acquisition by netizens

Ø get resources automatically with 
web crawler

Ø real-time updating
Ø fast speed

Ø users are widely involved in creating
Ø abundant semantic and temporal information

Ø many data types
Ø multi-scale
Ø structured/unstructured
Ø inconsistent accuracy

Ø lack of data integrity
Ø uneven coverage
Ø redundant and 

incomplete

Ø can't crawl by standard 
search engines

Ø need deep web crawler 
technology 

Before the earthquake

After the earthquake

High dynamic:
2010 Haiti earthquake: Port Au Prince street map 

based on OSM was finished in only one week

image
text

video  definitive 
map 

diverse and heterogeneous in nature with text, multi-
media (e.g., images, video), GIS information 

Deep Web contains 400-500 times more information and 
15% larger visit capacity  than that of Surface Web.



F The direct correlation 

degree between 

emergency events and 

spatial information is 

71%, and the indirect 

correlation degree is 

26%.  

FBackground



Ø pre-disaster: 
      --provide the earliest information sources 
      --early warning

Ø during disaster: 
     --providing real-time disaster information and rescue situations.
     --helping coordinate the rescue and evacuation of citizens.
     --finding missing people, reuniting people.

Ø post-disaster:
    --provides effective technical supports and power 
    --launching donation campaign

FBackground
Geographical information on the Internet has played a very 
important role in all aspects of disaster management.  

-Regular hurricane updates

-Evacuation orders

-Emergency evacuation route 
information

providing real-time disaster information 
and rescue situations.

for people seeking to restore contact with 
family members. An Ongoing Response to Hurricane Sandy



 Current applications focus on: 

FCurrent Situation and Problems

Early warning and risk analysis

Emergency Response and Rescue—A website launched by DAIP(FEMA—Disaster Assistance Improvement Program).
—Its goal is to improve survivor access to disaster information and make applying 
for disaster assistance easier.

l RESCUE Project: funded by the National Science Foundation(NSF). Its goal is to dramatically 
improve the ability of emergency responders to gather, process, and disseminate information with each 
other and the general public.

—For example, PSAP 
(Personalized Situation 
Awareness Portal), an 
information portal, a 
research sponsored by 
RESCUE Project

System Architecture of PSAP,  illustrates  the key technical components 
and how to connect them as an integrated system 



FCurrent Situation and Problems

 Current applications focus on: 
Emergency Response and Rescue

Early warning and risk analysis

—Global Public Health Intelligence Network(GPHIN):
a secure Internet-based multilingual early-warning tool

the 
GPHIN 
Project

the 
Healthmap 

Project

HealthMap is an established global leader in utilizing online 
informal sources for disease outbreak monitoring and real-time 
surveillance of emerging public health threats.

the 
EpiSPIDER 

project

—was designed in January 2006 .
—integrating distributed, event-based, unstructured media sources to 
complement situational awareness for disease surveillance.



FCurrent Situation and Problems

—Spatial information search: how to choose the driven crawler to get the ideal 
set of target sites.

—Information Extraction: how to distinguish and extract the polymorphic geographic 
information in web pages.

—Information Integration: how to deal with the Web data and apply them to practical 
application more appropriately.

Problems

The massive, heterogeneous and dynamic characteristics of Internet Information brings 
difficulties in information retrieval technology.



BLOGS

trade 
Sites

Social
Networks

Forums

News 
Sites

review sites

Press

PODCASTS Collection Extraction Integration

FResearch methods
Framework



Ø The structure contains four main levels from bottom to top:

• the communication interface between 
model and users.

• receiving query requests from users
• illustrating the results

• cleaning the raw data sets
• getting the final data sets
• sorting the results 

• analyzing the structural and logical 
characteristics of HTML pages
• identifying the meaning of data unit

• the communication interface between 
model and Web sites

FResearch methods



• an Internet portal through which a person can search numerous compiled 
resources for topic-related information. 

• include Google, Yahoo!, Alta Vista and Bing. 
• to perform a search, the user enters a word or phrase.

Architecture of general search engine 

Ø General search

Internet

web crawler

 duplicate 
page filtering  

anti-spam

content 
similarity

link 
analysis

page ranking

users 
query

inverted index

link relations

cloud storage and 
computing

Cache system

retrieval 
analysis

FResearch methods——Collection



Ø Meta-search Engines
• a search tool that uses another search engine's data to produce their own results. 
• take input from a user and simultaneously send out queries to third party search 

engines for results. 
• Sufficient data is gathered, formatted by their ranks and presented to the users.
• Example: Dogpile, Surfwax, Turbo10, etc

FResearch methods——Collection



Ø Deep web search 

• Deep Web—refers to all web pages that search engines cannot find, 
• —such as user databases, registration-required web forums, webmail pages, and 

pages behind paywalls.
• —content behind web search forms on publicly available pages

FResearch methods——Collection



Deep web technologies: aims to achieve web data integration, by automating the 
process of analyzing database structures and cross referencing the results.

Ø Deep web search 

browser

fill in a form

Browse results

results page

results

query

Web server

Web database

Web database

Web database

query submission

generate 
results page

FResearch methods——Collection



Deep web technologies: aims to achieve web data integration, by automating the 
process of analyzing database structures and cross referencing the results.

Ø Deep web search 

browser

fill in a form

Browse results

results page

results

query

Web server

Web database

Web database

Web database

query submission

generate 
results page
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二、关键技术Ø Deep web search 

FResearch methods——Collection



二、关键技术

分类目录整理

分类特征词抽取

候选

检索词
POI样本

同义词补充

贪婪式
检索

倒排索引
构建

检索结果样本

重复覆盖
率计算

候选检索词合并、
排序

检索空间
自适应剖分

检索节点
动态迁移

创建深网POI搜索任
务

深网POI
检索结果

优化后
检索词库

检索词优化

空间爬行

Ø Deep web search 

FResearch methods——Collection



二、关键技术

候
选
网
址
库

网
页
文
本
库

互联网

Ø Deep web search 

FResearch methods——Collection



（地区、主
题、实体名

称）

候选图片 地图资料库

自动去除非地图资料

二、关键技术



选择地图图片样本和非地图图片样本

提取样本特征，并标记类别，组成特征库

训练样本特征库，创建SVM(RBF)分类器

输入图片，提取特征，类别判定

二、关键技术



Ø Information Extraction:
• Information Extraction (IE) is the process of finding structured text from 

unstructured or semi-structured text by annotating semantic information.
• Knowledge base: Lexical database, Syntactic pattern, Semantic relation
• Information extraction model: Rule models,  Machine learning models
• Semantic parsing model:  Spatial matching, space-time matching, space-time-

attribute matching, space-time-attribute-event matching, 

FResearch methods——Information Extraction



Ø Time Extraction : 

1. time semantic role tagging
2. phrase recognition 
3. syntactic pattern matching

• based on the combination of trigger word and rule model
• information extraction and filtering process (three levels ): 

Temporal Expression Examples

Interval Based Event Timeline Construction

Interval Based Event Timeline Construction

FResearch methods——Information Extraction



Ø Location Extraction
• Place name extraction: 
     word segmentation and POS tagging 
     place name recognition 
• Place name reasoning:
     principle: the nearest distance 

Ø Event Extraction
• Rule Learning based Approach: 
     dictionary based method, rule based method, wrapper induction.
• Classification Model based Approach:
     Support Vector Machines (SVMs) 
• Sequence Labeling based Approach:
     Hidden Markov Models (HMMs) , Maximum Entropy Markov Models (MEMMs) ,
     Conditional Random Fields (CRFs) 

FResearch methods——Information Extraction



二、关键技术

FResearch methods——Information Extraction
Ø Geographical Entity Extraction:



Ø Location Integration—Spatial position correction of multi–source POI

FResearch methods——Information integration

Semantic-aided spatial location correction scheme for multi-source POI

Semantic 
matching

Transformation 
model 

selection

Control point 
coordinate of 
multi–source 

POI

Check point 
coordinate of 
multi–source 

POI

Accuracy 
evaluation

Transformation 
coefficient 
selection

Coordinate 
transformation

Least 
squares 
adjustment

There exists systematic deviation in the spatial position of different POI data. 
• Obtaining the coordinate information of the control point
• Calculating the parameters of the coordinate transformation model
• Evaluating the spatial position correction accuracy.



Ø Semantic Integration 

Reasoning with 
mappings

Representation of 
mappings

Mapping discovery
• how to find similarities between two ontologies
• determine which concepts represent similar notions
• ......

• how to represent the mappings between two ontologies 

• what do we do with the mappings
• what types of reasoning are involved

• Using a Shared Ontology
• Using Heuristics and Machine-learning

• representing mappings as instances in an ontology of mappings
• using views to describe mappings

• reasoning over the source ontologies and the mappings

• bring together information from diverse sources 
• link them by using semantic information
• three dimensions of semantic-integration research:

FResearch methods——Information integration



地理对
象数据

集

名称分词
基于中心
词的裁剪

基于SVM的
名称自动分

类

特征属性
选取

属性矩阵
构建

矩阵变换及
相似度计算

地理对象
类别选定

二、关键技术



二、关键技术

• 来源于不用网站
• 命名模式不用
• 地址表达不同
• 空间位置存在差异

• 融合为统一数据库
• 同名目标合并
• 地址差异消除
• 空间位置纠正



ü Geographical Information Acquisition and Processing from Deep Web

ü Background Map Search System  

ü Internet-based Information Extraction

ü Integration of the Fundamental Geographical Information on the Internet

Typical experiments

Experimental research



Ø Geographic Information Acquisition and processing from deep web pages

Typical experiments

• POI search engine:



Ø Geographic Information Acquisition and processing from deep web pages

Typical experiments

序号 地区 数量 序号 地区 数量 序号 地区 数量

1 北京 2748181 12 浙江 6462241 23 四川 3905190
2 天津 1215094 13 安徽 3057898 24 贵州 2794093
3 上海 3472477 14 福建 2847393 25 云南 2813316
4 重庆 1914403 15 江西 2478876 26 西藏 593175
5 河北 3131409 16 山东 5250069 27 陕西 2463966
6 山西 1931292 17 河南 4243363 28 甘肃 1394055
7 内蒙古 2005037 18 湖北 3704915 29 青海 496612
8 辽宁 3304624 19 湖南 3206581 30 宁夏 682769
9 吉林 1549171 20 广东 9071545 31 新疆 1355426

10 黑龙江 1801233 21 广西 2586086
11 江苏 7890767 22 海南 495275 合计 90866530

Statistics on the number of POI in different provinces:

•  Crawling search test was conducted on the 9 kinds of target website.
•  Obtained a total of about 90.87 million POI (except Taiwan) within three months. 
•  POI number of Baidu, Gaode, Tencent and Sogou is respectively more than  10 million.



Education and training institutions

Typical experiments

The distribution of POI in 3km and 6km around the site of explosion  in Binhai 
New Area, Tianjin

Residential areas
Logistics companies and warehouses

Medical facilities



二、关键技术

Nanjing

Shanghai

Beijing

Ø Geographic Information Acquisition and processing from deep web pages

Typical experiments

• Urban construction information acquisition:



crawling task，configuration and log 
event name content time URL LocationArea

disaster data crawling result 

Typical experiments
• Disaster events search:



Ø Background map images  search 

Typical experiments

How to automatically and 
accurately identify the map images 

about disaster? 



Picture vertical search 
engine

automatic map 
recognition 

Engine

Entity names candidate pictures map database

automatic removal of 
non-map materials

Lushan earthquake traffic map images

Typical experiments
Ø Background map images  search Residential area map images aroud the site 

of explosion in Tianjin  



Ø Internet-based Disaster Information Extraction

Typical experiments

Conditional Random Fields(CRF)  was used to identify the event: 
• Preprocessing: Word Segmentation
• Training for Information Extraction Model : used CRF++ tool
• Information Extraction as template

Example of the time vocabulary dictionary

Example of the expression pattern of temporal information

time
place

losses

casualties

rescue

cause

compensationcompensation

Uniform framework of disaster events

time
place

losses

casualties

rescue

cause



Typical experiments

时间：2015年8月12日23点30分
事件类型：爆炸
地点：天津滨海新区
伤亡：死亡：17；受伤：400

天津爆炸

disaster events extraction result 



Before deviation correction After deviation correction

Typical experiments

Bus lines and POI data from 
different sources: 
• serious spatial position 

deviation amomg the same 
points 

• after correction, the deviation  
can be controlled within 10 
meters

Deviation Correction:

Ø Integration of the Fundamental Geographical Information on the Internet



Typical experiments

Multi-source POI classification information mapping and transformation: 
• Multi-source POI classification information mapping
• Category attribute transformation processing
• Cross-site POI information extraction

Ø Integration of the Fundamental Geographical Information on the Internet



Typical experiments
Ø Integration of the Fundamental Geographical Information on the Internet

Category
Restaurant

Hotel

Shopping

Medical institutions

Education

Leisure & entertainment 

Traveling

Landmark

Park

National institutions 

Company

Administrative area
54

category class subclass

Restaurant

Chinese 
food

Sichuan Cuisine

Guangzhou 
Cuisine

Hunan Cuisine

Hot pot

……

Western-
style food

Pizza

Steak

French food

……

Southeast 
Asian 
food 

Japanese food 

Korean food

……

Fast food Chinese fast food

Western fast food

…… ……

13 categories
137 classes

More than 30 million 
POIs, 10 categories, 
73 classes, 184 
subclasses

More than 28 million 
POIs, 14 categories, 
46 classes, 117 
subclasses

More than 20 million 
POIs, 10 categories, 
51 classes

More than 26 million 
POIs, 9 categories, 
44 classes

More than 10 million 
POIs, 9 categories

Multi-source POI classification information mapping and transformation: 



Typical experiments
Ø Integration of the Fundamental Geographical Information on the Internet

multi-source map data fusion:

synchronous browse of multi-source map data

Synchronized view of two maps in the same region 



FConclusion 

1. Internet geographic information contains huge values for 
emergency response, damage evaluation and 
reconstruction. 

2. For the massive, heterogeneous, unstructured internet 
geographical information, a radically new technical 
architecture would be adopted from the data acquiring, 
cleanning to data fusion and application.

3. Through several typical experiments, it is proved that it is 
feasible to discover and integrate disaster-related 
geospatial data from Web.

Deep Web Searching  

Disaster information semantic 
framework

Event
Location

Evaluation Model

Semantic 
extraction

Disaster
Mapping



FOngoing work

1.Deep web searching technology 
• It is necessary to develop high effective Internet search techniques to improve the 

speed of content traversal and information extraction.
• intellectualized, personalized, specialized and visualized search 

2.Disaster information semantic framework
• A standard mapping framework for understanding and extracting the disaster 

information

3.Temporal and spatial position description and matching
• transform text description to geo-knowledge

4.Evaluation model
• Evaluate the reliability and availability of information sources, in order to develop 

the full value of Internet geographical information

5.Effective information integration framework




